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Abstract
The rapid growth in both size and complexity of Knowledge Graphs (KGs), available on the web, has
created a pressing demand for effective and efficient techniques to comprehend and explore them.
Recently, semantic summaries have emerged as a promising solution to quickly grasp the contents of
such KGs. However, these summaries often suffer from limitations, being static and lacking customization
to accommodate user selections. Additionally, they struggle to handle the sheer scale of the Knowledge
Graphs. In this demonstration, we present iSummary, a novel and scalable system able to construct
personalized summaries. The main idea behind our approach is to exploit knowledge captured in existing
user queries for identifying the most interesting resources and linking them, constructing as such high-
quality, personalized summaries. Our algorithm provides theoretical guarantees on the summary’s
quality, with a computational complexity linearly dependent on the number of queries in the query log.

1. Introduction

Daily, a tremendous amount of new information becomes available online. RDF Knowledge
graphs (KGs) rapidly grow to include millions or even billions of triples that are offered through
the web. The complexity and the size of those data sources limit their exploitation potential
and necessitate effective and efficient ways to explore and understand their content. In this
direction, semantic summarization [1] has been proposed as a way to extract useful, minimized
information out of large semantic graphs. Structural semantic summaries focus mostly on the
structure of the graph, whereas non-quotient structural semantic summaries select the most
important parts of the graph for generating the result summaries.
The problem. Most of the existing works in the area of structural, non-quotient semantic

summarization, produce generic static summaries [2] and cannot be applied to big KGsḞurther,
as different persons have different data exploration needs the generated summaries should be
tailored specifically to the individual’s interests. Although this has already been recognized by
the research community, the approaches offering personalized summaries so far, rely on node
weights selected by the users, then followed by algorithms making various vague assumptions
about the relevant subsets out of the semantic graph that should complement the initial user
choice [3, 4]. More recent approaches like [5, 6] exploit the individual user queries for mining
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user preferences but still rely on the KG to compute the summarywhichmakes it computationally
hard. Further, capturing a complete individual user query set is usually not feasible.
The iSummary solution. In this demonstration we present iSummary, which exploits

generic logs already available through the SPARQL endpoints of the various KGs available
online instead of relying on node weights or on individually provided sets of user queries. In
order to generate a personalized summary iSummary only requires the selection of one or
a few nodes that the user is mostly interested in. As previous users have already identified
through their queries, the most common connections to the specific user-selected nodes, we
exploit this information in order to formulate the generated summaries. In our demonstration,
we explain how we can resolve the problem relying on existing query logs and we provide a
solution to both the multiple weight assignment required and also to the computationally hard
problem. The main paper of this work has already been presented at ESWC 2023 [7], whereas
the system is available online1. To the best of our knowledge, it is the first approach to construct
personalized, structural, non-quotient semantic summaries exploiting generic query workloads.

2. iSummary System Overview

We depict the high-level architecture of the iSummary system in Figure 1 (right). The system
comprises three main components. The GUI enables setting the configuration parameters (the
size of the summary, selection of the nodes, and the dataset), visualizes the results, and presents
the triples in the result summary. The service layer includes the query parser that processes the
query logs, the node extractor in order to select the nodes to be included in the summary, and
the path extractor & linker which connects the selected nodes. Finally, the data layer includes
the various query logs per dataset.

Figure 1: High-level architecture of the iSummary system (left) and a screenshot of the web GUI (right)

Next, we present the problem of computing 𝜆/𝜅-Personalized Summaries and we show that,
although they are useful, their computation is both impractical and computationally hard.

Definition 2.1 (𝜆/𝜅-Personalized Summary). Given (1) a knowledge graph 𝐺 = (𝑉 , 𝐸), (2) a
non-negative weight assignment to all nodes, capturing user preferences in 𝐺, (3) 𝜆 seed nodes, (4)
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and a number 𝜅 (𝜆 ≤ 𝜅), find the smallest maximum-weight tree 𝐺′ = (𝑉 ′, 𝐸′) ∈ 𝐺 including the 𝜅
most preferred nodes.

Note that we don’t actually require a weight to be assigned to all nodes, as the weight of
all nodes can be by default zero, and the user only adds weights to a subset of them. Also,
a solution to the 𝜆/𝜅-Personalized Summary problem is not unique, as there might be many
maximum-weight trees with the smallest size that are equally useful for the user. A nice property
of the 𝜆/𝜅-Personalized Summaries is that their quality is monotonically increasing as the 𝜅
increases. This means that as the summary size increases more relevant information is added to
the summary for the same seed nodes selected by the user.

Lemma 2.1. Let 𝑆𝜅 be a 𝜆/𝜅-Personalized Summary and 𝑆𝜅+1 be a 𝜆/(𝜅+1)-Personalized Summary
for 𝐺. Then 𝑊(𝑆𝜅+1) ≥ 𝑊 (𝑆𝜅), where 𝑊(𝑆) the sum of all node weights in 𝑆.

Computing the 𝜆/𝜅-Personalized Summary is both impractical, as different weights should be
assigned to the graph nodes for each distinct user query, and computationally expensive, as it is
equivalent to the Steiner-Tree problem which is NP-complete. Next, we present how iSummary
provides an elegant approximate solution based on query workloads assuming that 𝜆=1, i.e. to
the 𝜅-Personalized Summary problem, which can be easily generalizable for 𝜆>1 as well.
Resolving the problem of multiple weight assignments. Assume now that for the KG 𝐺
we have available a query log 𝑄 = {𝑞1, ⋯ , 𝑞𝑛} available. This assumption is reasonable, as all
big KGs offer a SPARQL endpoint that logs user queries for various purposes. Having such a
query log available, we can use it to mine user preferences for the specific seed node that the
user is interested in. The idea here is that if a user is interested in a 𝜅-Personalized Summary
for a node 𝑠 then we can use 𝑄 to identify relevant queries to 𝑠, i.e., queries that include 𝑠. In
those queries, other nodes relevant to the user input will be available. In fact, as those queries
have been issued by thousands of users, we assume that the most useful related nodes will be the
ones that appear more frequently there.
Based on this assumption we can have multiple weight assignments, one per user input, as

they occur from thousands of user queries that involve the provided user input and that are
based on past users’ preferences, as expressed in their queries. Note here that we don’t need
weights for the whole graph, as by default we can set the weight of the nodes that do not appear
in the filtered user queries to zero.

Resolving the computational problem. Now that we have a way to assign personalized
weights to the nodes, we next provide a computationally efficient procedure in order to link the
selected nodes over a big graph. We start with a solution including a single node, the 𝑠 selected
by the user, adding one node each time of the ones with the maximum weight till all remaining
𝑘 − 1 nodes are included in the summary. However, for doing so we will not use the original
data graph but again relevant user queries. The main idea here is the following: link 𝑠 with the
𝑘 − 1 maximum weight nodes using the most frequent shortest paths from the user queries. The
following theorem can be proved.

Theorem 2.2. The iSummary algorithm finds an approximate solution to the 𝜅-Personalized
Summary problem with a worst-case bound of 2, i.e., 𝑊/𝑊𝑜𝑝𝑡 ≤ 2 × (1 − 𝑙/𝑘), where 𝑊 and 𝑊𝑜𝑝𝑡



denote the total weight of a feasible solution and an optimal solution respectively, and l a constant,
and scales linearly to the number of queries in the workload.

Example. Consider as an example, the KG shown in Figure 2, on the university domain.

Figure 2: Example RDF KG.

Assume that for our example KG, we have available a query log consisting of the following
SPARQL queries:

Q1. SELECT ?x WHERE {x? a Person. y? a Professor. ?x advisor ?y.}
Q2. SELECT ?x WHERE {x? a Person. y? a Organization. ?y affiliatedOf ?x.}
Q3. SELECT ?x WHERE {x? a Person. y? a Organization. ?y affilatedOf ?x.

?y orgName "FORTH".}

Now assume that a user is interested in a 2-Personalized Summary for the node 𝑃𝑒𝑟𝑠𝑜𝑛. Based on
the query log we can identify that relevant queries to user input are 𝑄1, 𝑄2, and 𝑄3. Examining
those queries we can identify that the useful nodes are the 𝑃𝑟𝑜𝑓 𝑒𝑠𝑠𝑜𝑟 and 𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛. In fact, as
𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛 is used in two queries it should be most useful according to the available query log.
As we are looking for a 2-Personalized Summary it will be included in the result. Now instead of
searching the graph shown in Figure 2 for linking 𝑃𝑒𝑟𝑠𝑜𝑛 with 𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛 we will additionally
filter the queries including 𝑃𝑒𝑟𝑠𝑜𝑛 and 𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛, i.e. Q2 and Q3. For each one of those
queries, we calculate the shortest path for linking 𝑃𝑒𝑟𝑠𝑜𝑛 and 𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛 and we eventually
select the most frequent shortest path to include in the summary. As such the 2-Personalized
Summary for the node 𝑃𝑒𝑟𝑠𝑜𝑛 includes a single triple (𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛, 𝑎𝑑𝑑𝑖𝑙𝑖𝑎𝑡𝑒𝑑𝑂𝑓 , 𝑃𝑒𝑟𝑠𝑜𝑛).

3. Demo Overview

To demonstrate the functionalities of iSummary, we will use DBpedia and Wikidata along with
their corresponding query logs (58K queries for DBpedia and 192K queries for WikiData). The
demonstration will proceed in six phases:



1. Introduction. In the first step we will explain the problem of computing a 𝜆/𝜅-
Personalized Summary motivating its usefulness. Further, we will explain why it is com-
putationally hard and also inconvenient by requiring users to provide multiple weights. Then
we will explain the main ideas behind our approximate solution, exploiting query logs for
effectively tackling both hardness of the problem and also multiple weights assignment.

2. Configuration. Then we will start the summarization process by selecting the KG to be
summarized along with the corresponding query logs. In the configuration menu, the user can
select the node for which she requires a summary and also the number of nodes to be included
in the summary (i.e. the 𝜅).
3. Summary Graph. In this phase the result summary will be presented visually. Here

we will explain how our algorithm mines the queries in order to identify the nodes that most
frequently co-occur with the user input and then how again the queries are exploited to link
the selected nodes by picking the smallest most frequent path that appears in the query log.
The triples included in the summary will also be shown.

4. Summary for different sizes. We will explain the properties of a good summary
explaining that it is better when it is able to maximize the fragments of queries that include
user-selected nodes (i.e. to maximize the query coverage). Then we will demonstrate how
coverage monotonically increases as the size of the summary increases as well.

5. Mini-Game. In this phase we will let conference participants ”play” with the system. We
will play a mini-game asking them to return a summary for a few nodes and contrasting them
with the result from iSummary.
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